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Abstract— The project speaks about fraud detection. Frauds can 

be of many kinds say manual fraud, Customer detail stolen, Debt- 

card frauds, credit-card fraud, online authentication details stolen 

fraud and many more. This project makes an attempt to solve the 

fraud that happens during a credit card transaction. During this 

century credit cards have become a most common means of pay. 

Banks suggest its customers to take up credit cards for their day to 

day living as it plays a very crucial role in one’s financial crisis. 

These kind of frauds goes on increasing proportional to the 

amount of people using credit cards. In order to reduce this many 

attempts were made having the previous fraudulent transaction as 

a base. The upcoming transaction datasets are being used into 

trained models such as KNN, Logistic Regression or Random- 

Forest. 
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I. INTRODUCTION 

N recent years we know that online payment methods are 

used widely which in turn increased the non-cash electronic 

transactions. Credit cards represent one of the most common 

electronic payment methods. It has a structure in such a way that 

it looks thin, rectangular or box in shape made of plastic and its 

details written on top of it. They are used by Banks for financial 

services provided for their customers. 

The card issuer(banks)opens an account which is usually 

contributing a line of credit to the customer which the customer 

uses in-order to make payments. In spite of all these the credit 

card companies experience a lot of insecurities as in increase in 

card frauds with increase in new technologies. 

Scammers take advantage of each and every loop holes and try 

to steal data. Data can be stolen using new technologies such as 

skimming and phishing. 

Sometimes people get trapped in websites which are fake where 

they are asked to enter the security or personal details regarding 

their bank accounts or any other details. Usually, this 

information includes credit card number passwords of their 

online transactions or their credit card ccv. This is not the only 

means of fraud, scammers trap innocent customers by mails and 

otp extractions etc. 

 

II. RELATED WORK 

A. Credit card fraud 

A fraudulent conduct is one in which a person intentionally or 
recklessly deprives someone of what they possess or money they 

are owed. 

The unlawful use of a credit card or the theft of the owner's 

personal information is referred to as "Credit Card Fraud." 

Two distinct types of credit card scams are linked by their 

different trick applications and actions. The first and second 

groups should be identified and described. 

In order to commit app fraud, thieves either request for a new 

credit card from their bank or provide their existing card to a 

company that then uses it fraudulently. Duplicate fraud occurs 

when one person submits many applications using the same or 

similar descriptions (this is known as "duplicate fraud") (named 

identity fraud). 

As a matter of fact, there are four basic categories of behavioral 

fraud: stolen/lost cards; mail theft; counterfeit cards; and current 

cardholder does not exist fraud. Credit card fraud happens when 

someone steals or loses a credit card. 

Using a stolen credit card or the original card holder's details, a 
fraudster steals personal information from a bank and sends the 

stolen data to themselves. Descriptions of credit card and debit 

card fraud are not included. In the past, card information may be 

used to conduct remote conversations by mail, phone, or the 

internet. Fake cards are manufactured from card data in the 

second step (instead of the first). 

 
B. Credit card Fraud detection 

KNN, Artificial Intelligence, Random Forest, etc. are some of 

the current methods for detecting such fraud. In this approach 
that we have implemented we are using Logistic Regression 

Approach. 

 

C. Detection Process 
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Step 1: Retrive a new transaction from the dataset that is to be 

classified as have it as a classified transaction. 

Step 2: Take a transaction that was a non-fraud transaction 

from the dataset. 

Step 3: Analyze the collection of legal transactions of various 
customers by using the Logistic Regression technique to 

determine the difference between the transactions. 

 
II. EXPERIMENTAL SETUP AND METHODS 

For the sake of this research, we'll be using datasets that fall 

within the purview of Logistic Regression. NumPy, Pandas, 

Keras, Scikit-Learn, and TensorFlow were some of the libraries 

used in the implementation. Rstudio was used to clean data on 

occasion. For the whole transactional picture, PowerBI is also 

integrated. Collection of data, preparation of data, analysis and 
training of the classifier algorithm and testing are some of the 

several processes involved in transactions. During the 

preprocessing step, the data is transformed into a usable format 

and sampled. PCA (Principal Component Analysis) is used to 

identify and reduce features in the dataset during the analysis 

stage. Classifier algorithms are built and supplied withprocessed 

data during the training phase. Using True Positive, False 

Positive, True Negative, and False Negative as evaluative 

criteria, we conduct tests to determine whether or not the 

transactions are beneficial overall. Based on these classifiers, 

the performance comparison is evaluated in terms of accuracy, 

sensitivity, specificity, and precision [36]-[58]. 

 
A. Dataset 

PCA characteristics v1-v28, Time, Amount, and Class 0 and 

1 are included in the dataset because of confidentiality 

concerns, which includes transactions of European credit card 

users for two days in September 2013. Only 0.17% of all 

transactions are in the "good" category. All transactions and 

the fraud transactions log file were combined to form this 

dataset. Unbalanced and heavily weighted in favour of the 

positive class. The selection of PCA characteristics resulted in 

the development of a total of 28 significant components. This 

study made use of a total of thirty different qualities as inputs. 

Transactions are organised into groups according on the 
amount of time that has passed since the beginning of the 

dataset. The 'amount' attribute of a transaction is used to reflect 

the monetary value of the transaction. The 'class' feature is the 

target class in the binary classification system, and it takes the 

value 1 (the positive case) as fraud and the value 0 (the 

negative case) as non-fraud. 

 

B. Data Cleaning 

When it comes to data cleansing, it's critical to fill up any 

gaps. You can solve the problem by disregarding the whole 
set, but most of these solutions are likely to have an impact on 

the data. In addition, the date time column was split into two 

after adjustments such as the removal of pointless columns. 

C. Data Integration 

It was necessary to merge both the bogus and real records 

into a single file before any further changes could be made. 

D. Data Transformation 

All of the category’s information was condensed into a 

single number value for easy reference. Multiple data kinds 

and ranges are included in the transaction dataset. As a result, 

data normalization is a component of data transformation. 

E. Data Reduction 

Dimensional reduction is the method used here. In the field 

of data transformation, PCA, or principal component analysis, 

is a well-known and widely used approach. The problem of 

feature selection is resolved by using this technique from a 

numerical analysis standpoint. Using PCA, the optimal 

number of principle components was identified, allowing the 

process of feature selection to go smoothly. 

F. Logistic Regression 

Classification jobs mostly employ this technique; however, 

it may also be used for regression. A binary corresponding to 

one of the classes is the result of a Logistic Regression model. 

Predicting categorical variables with the use of dependent 

variables is a common application of this technique. 

Probability values ranging from 0 to 1 may be calculated with 

ease using this approach (1) 
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The x-values of the dataset's instances are transformed into 

a range of 0 to 1 using the logistic function. If the sigmoid's 

value is more than 0.5, it is deemed to be 1; otherwise, it is 0. 

The gradient ascent is then computed for each feature value in 

the dataset. With such big datasets, it is more efficient to employ 

gradient ascent, which changes weights with a single instance at 

a time. 

G. Data Visualisation using Powerbi 

The system also involves PowerBi visualization that gives 

you live visualization of the analysis based on the requirements. 
 

 

 

 
 

 

 
CONCLUSION 

 
To preserve the safety of cardholders' personal information 

and to guard against credit card fraud, the introduction outlined 

several methods for detecting and stopping fraudulent 

transactions. Credit card issuers should not depend only on one 

method of acquiring new customers. Even yet, they must use 

many methods at the same time in order to guarantee the safety 
of their client’s private information and money. Any credit card 

firm may benefit from using these fraud detection strategies, 

which can reduce yearly losses due to credit card theft. Their 

yearly profit also grows as a result. The most cost-effective and 

time-efficient method should be used to the systems of 

companies. Using a random credit card number that generates a 

unique 16-digit credit card number for each online transaction 

with a predetermined amount of money is an option for future 

development. The cardholder's and the card issuer's security may 

be enhanced by combining this strategy with additional anti- 

fraud measures. We can still acquire the findings using logistic 
regression, which we will try in the future if we increasethe 

accuracy and reduce the number of fraudulent transactions. 
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